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Morphological Inflection:
 Lemma + Morphological tag -> Inflected form
Task 0: Typologically Diverse Morphological Inflection
 45 development languages - model development
 45 surprise languages -  unseen during model development
Task 2: Unsupervised Morphological Paradigm Completion
 Input: tokenized Bible, list of lemmas
 Output: complete paradigms

Task 0:
 Best: NYU-CUBoulder-3. 6th out of 23 systems 

Task 2:
 NYU-CUBoulder-3: 0.0007% on Basque, highest in  

 shared task
 Best: NYU-CUBoulder-2. 2nd out of 7 systems

Overview
 Investigate effect of copy mechanism
 Sampling 100 instances from low-resource languages
 Pointer-generator transformer vs vanilla transformer
Results
 Pointer-generator transformer 4.46% higher average accuracy 
 than vanilla transformer
 Only 2.45% lower than state of the art (Makarov et al., 2017)

Copy Mechanism
 Original dataset
  +0.68% accuracy on low resource
  -0.11% accuracy on high resource
 With multitask: 
  +0.06-0.16% accuracy

Multitask Training
 Pointer-generator transformer: 
  -1.8-2.03% accuracy
 Transformer: 
  -1.67-2.32% accuracy
 Relatively large train sets
Hallucination Pretraining
 +1.85% accuracy in low-resource

1. Overview

3. Experiments

5. Ablation Studies

4. Low-resource experiment

Transformer (Vaswani et al., 2017)
Pointer-Generator Transformer
Multitask Training: 
 Morphological inflection and   

 morphological reinflection

2. Methods

Hallucination Pretraining
 Pretrain low-resource languages on  

 hallucinated training set
Task 2: Model Description
 Official baseline (Jin et al., 2020) and  

 Task 0 systems 


