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Overview:

• We present two CU Boulder submissions for 

SIGMORPHON 2020 Task 1 of Multilingual 

Grapheme-to-Phoneme Conversion (G2P)

• We improve over the high performance of a 

standard transformer by adding two modifications: 

i) multi-task training ii) ensembling
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Multi-task Training:

• We train our model jointly on two tasks: 

i. G2P: 𝑔 𝑤 → 𝑝 𝑤 , with dataset 𝐷𝑔2𝑝
ii. P2G: 𝑝 𝑤 → 𝑔 𝑤 , with dataset 𝐷𝑝2𝑔

• 𝜆𝑔 and 𝜆𝑝 are task embeddings which indicate which 

task the input belongs to

• We then obtain model parameters 𝜃 that maximize 

the joint log-likelihood of both datasets:

ℒ 𝜃 = 

𝑤 ∈ 𝐷𝑔2𝑝

log 𝑝𝜃 𝑝 𝑤 𝑔 𝑤 , 𝜆𝑔 + 

𝑤 ∈ 𝐷𝑝2𝑔

log 𝑝𝜃 𝑔 𝑤 𝑝 𝑤 , 𝜆𝑝

Grapheme-to-Phoneme Conversion:

• Let Σ𝐺 and Σ𝑃 be an alphabet of graphemes and 

phonemes, respectively

• Consider 𝑔 𝑤 ∈ Σ𝐺
∗ and 𝑝 𝑤 ∈ Σ𝑃

∗ as the grapheme 

and phoneme representations of 𝑤, respectively

• G2P then refers to the mapping 𝑔 𝑤 → 𝑝 𝑤

Ensembling:

Our models are ensembles created via majority voting

i) CU-1, is an ensemble of 5 standard G2P 

transformers and 5 multi-task transformers

ii) CU-2, is an ensemble of 5 multi-task transformers
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Results:

Grapheme Phoneme Phoneme Grapheme

! a a n d a c h t aː n d ɑ x t ? aː n d ɑ x t a a n d a c h t

! b a s s o n b ɑ s ɔ n ? b ɑ s ɔ n b a s s o n

! b e g i n t b ə ɣ ɪ n t ? b ə ɣ ɪ n t b e g i n t

! g i e r s t x iː r s t ? x iː r s t g i e r s t

! h e u p ɦ øː p ? ɦ øː p h e u p


