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Flexica0O1l: non-neural, alignment based FlexicaOl: results
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rectly by the following simple process: TT(]]
Step 1. Find maximal continuous matches between lemma IIIII EEEERE SN

and inflected form.
Example: understand — understood

Extracted rule: \Oan\1 — \Ooo\1, where \O=underst and \1=d are 0.75

ol

groups.

Step 2. Starting with previously generated transformation
pattern(s), generate a set of patterns more specific to a given
training word by treating a limited number of characters as
concrete (i.e. standing outside any group).

For the example from previous step and a limit of one charac-
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ter: \Oan\1 — \Ooo\1; u\Oan\1l — u\Ooo\1l; \On\lan\2 —
\On\1oo\2, ... (3 more), \0s\lan\2 — \Os\loo\2, \Otan\1
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When predicting a form, score matching candidate patterns
using the following three components: B EEENE | EE SRS BB AR AR R B R AR R BERR BE RERR & 0 R ER

= A (squashed) frequency f of transformation occurrence

in a training set; 0.00
= The diversity d of marginal (the first one and the last SEEECERERS Rl R B el L EE R R S e S SR E SRS RIS e S e S R
one) letters in groups as they occurred in different fits of Language
a given transformation found in the training set. _ _ _
. + Ideal Transform Choice . Altaic . NigerCongo . Songhay
= Speciﬁcﬂ:y S Wthh here means the number Of concrete + Paradigm Search Austronesian OtoManguean . SouthernDaly
characters in the pattern (without counting characters B Afroasiatic B oravidian sinoTibetan [ Uralic
falhng il’ltO gI‘OU.pS) . Algic . IndoEuropean . Siouan . UtoAztecan
We were using the following empirical formula: We additionally show the accuracy that would be achieved in a case of ideal selection criteria (labelled as + Ideal Transform

Choice category). We also roughly measured potential improvement that may arise from considering correlations between inflection

1
G = §log2f+6log2d+125

patterns for different grammatical forms of a single lemma.

Improvement with Hallucinated Data

Near-misses (the second scored transform was correct) Only flexica01l got it right
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Flexica02: Hard attention, multilingual Zgi S:Z;i ]fevgggt V'P\?g;&l? ST R I vep
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This neural system is based on hard monotonic attention eus stink stank V;PST 5 o can i . sang
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model proposed in [Aharoni and Goldberg(2017)], with the ok Dakota el V-PL:1:PRS g [ cly
same loss function, but with the following differences: krl pezieie el pezieeta V:IND;PL;3;NEG;PRS I
= We combined all the languages belonging to a given family isl adalkirkja | adalkirknanna N;GEN;DEE; PL " [ i
isl hagskeelingur | hagskeelinginn N:NOM;DEF;SG
into a single dataset, having added two extra features such mhr popo popolam N:HUM;SIM;SG:PSS1S . lg "B L pew
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= We used maximal continuous sub-string search to orga- ngn izylztfn mzﬁt;zm Nl\’II,Jl\(I}DS];l;,é’l s
nize alignment between lemma and its inflected form in olo buabo buaban N:GEN:SG
order to advance hard attention state (abolishing one-by- swe halla inne innehallande V.PTCP;PRS oo o
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transliterated words are given in italic lex02 16+O3Training cetsize X 1er0s
Flexica03: Adding hallucinated data Flexica03: (Generating Hallucinated Data
Inspired by [Anastasopoulos and Neubig(2019)]. We added
200 samples per language per part-of-speech (POS) in or-
der to produce hallucinated inflection samples that look g . .
like real. We reused the predictor from flexica0l. We i Flexica01 [back]predictor
also enriched the model with word-generator [Shcherbakov (] I
et al.(2016)Shcherbakov, Vylomova, and Thieberger], hallucinated
http://regexus.com/wg.php to produce more phonotacti- input forms {}7 ------- X data
cally plausible forms: 1) Word generator trained on inflected data g s L T
forms for a given POS produces samples of hallucinated in- g3 e ’ B e
flected forms (without distinction of grammatical features); 2
2) The reverse(flexica01 predictor produces tag+lemma fc?r — = % = Best I e
each hallucinated inflected form. Accuracy was significantly emma | fOI‘m"..‘: T O3 v/ score O %:
improved in low-resource languages (such as Maori, Zarma, - £ o COH —-mm
Tajik, Anglo-Norman, Middle High/Low German). - % - ) —mm
Conclusion O -mm 5 g-
We proposed and tested (1) multilingual training, and (2) %: @ [} .
pattern-based hallucinated inflections as possible enhance- D—% (] —.
ments of sequence-to-sequence morphology modeling for di- R ’ N
verse low-resource languages. We also developed a simple word generator - >
non-neural approach based on multi-variant search of com- \.—/ training'T‘

mon inflection patterns.



